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Abstract-The Naïve Bayes algorithm is based on Thomas Baye’s theorem. The Naïve Bayes algorithm is very 

simple to understand and Naïve Bayes algorithm can be effectively applied to solve verity of problems. In this 

paper, Naïve Bayes algorithm is applied on Birth Registration E-governance data. The implementation of Naïve 

Bayes algorithm finds novel relationship among various attributes related to Birth Registration e-governance 

data.  

Index Terms-Naïve Bayes, Birth Registration, Data Mining. 

 

1. INTRODUCTION 

In Naïve Bayes data mining, all attributes are 

considered independent and all attributes are 

considered for equal importance. In the algorithm, the 

hypothesis is that the given data belong to a particular 

class [1]. We need to calculate probability to calculate 

that our hypothesis is true [1]. The major advantage of 

this algorithm is that we need to scan all data only 

once [1]. As per Bayes theorem, 

 

( ( | )  = ( ( | )    ( ))  ( ) 
 

Where H is a hypothesis, E is the evidence associated 

with the hypothesis. The evidence is determined by 

value of the input attributes.  P(E|H) is the conditional 

probability that H is true given evidence E. P(H) is an 

a priori probability, which is probability of hypothesis 

based on evidence [2]. The Naïve Bayes algorithm is 

applied to solve different types of problems. Jasmine 

Norman et al, applied Naïve Bayes algorithm for 

sentiment analysis. Jasmine Norman et al. considered 

demonetization and budget as case study [3]. Their 

finding suggests that Naïve Bayes algorithm can be 

effectively utilized in sentiment analysis [3]. Pisote 

and Bhuyar reviewed use of Naïve Bayes algorithm 

for Opinion Mining [4]. Ankita R. Borkar and 

Prashant R. Deshmukh proposed use of Naïve Bayes 

algorithm for Swine Flu prediction [5]. Ishtiaq Ahmed 

et al used Naïve Bayes algorithm for SMS 

classification [6]. Mahajan Shubhrata D et al proposed 

block diagram based on Naïve Bayes algorithm for 

stock market prediction [7]. Babajide O. Afeni et al 

research paper proposed Naïve Bayes classifier for 

Hypertension Prediction. Their results indicate that 

Naïve Bayes classifier can be effectively used for 

prediction for diseases [8]. S Vijayarani and S Deepa 

proposed Naïve Bayes Classification for Predicting 

Diseases in Haemoglobin Protein Sequences. Their 

results suggest that Naïve Bayes Classification is 

useful in predicting diseases [9]. Considering various 

literature, in this paper, all attributes related to Birth  

 

 

Registration data are considered to predict Delivery 

Attention ID and Delivery Method ID. The finding of 

the implementation shows novel trends and interesting 

relationships among different attributes. 

 

2. METHODOLOGY 

The Microsoft Analysis Service is used to implement 

Naïve Bayes algorithm. The algorithm implements 

Bayes’ theorems and it can be used for data 

exploration and prediction [10]. This algorithm 

calculates conditional probability between input 

attributes and output attributes and it also consider all 

attributes independent. As all attributes are 

independent it is referred as Naïve [11]. The Microsoft 

Naïve Bayes algorithm was implemented considering 

parameters mentioned as per Table 1 [11].  

Table 1.  Naïve Bayes algorithm Parameters. 

Name of parameter Description 

MAXIMUM_ 

INPUT_ 

ATTRIBUTES 

To configure number of 

input attributes 

MAXIMUM 

_OUTPUT 

_ATTRIBUTES 

To configure number of 

output attributes 

MINIMUM 

_STATES 

To configure number of 

values to be considered for 

attributes 

      

In the next phase, various input attributes and output 

attributes were selected to implement Naïve Bayes 

algorithm. The Birth Date attribute was selected as 

key value as it is required to identify each row 

uniquely from the data set. Considering analytical 

needs, various attributes were selected as per Figure 1. 
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Figure 1. Attribute selection 

 

 

 

 

 

 

 

 

 

 

 

 

The Religion ID attribute contains values as per Figure 

2. 

Figure 2. Religion ID Attribute values 

 

 

Figure 2. Religion ID 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Sex attribute contain value Male or Female. The 

Father Education ID and Mother Education ID 

attributes contain values as per Figure 3. 

 

Figure 3. Education ID Attribute values 

 

 

 

 

 

 

 

 

 

 

Based on various parameters and attributes, Naïve 

Bayes data mining model was generated.  

3. RESULTS 

The Naïve Bayes data mining generated many 

interesting and novel trends from input attributes. For 

Delivery Attention ID predictable attribute, Naïve 

Bayes algorithm shows relationship among various 

input attributes. The Delivery Attention ID state 1= 

Doctor, Nurse or Trained Midwife and state 2= 

Institutional-Government is having novel relationship 

with Religion ID 6 and 4 which depicted in Figure 4.  

 

Figure 4. Attribute Discriminations Delivery Attention 

ID  

 

 

 

 

 

 

 

 

 

The result indicate that Religion ID = 6 (Muslim) 

favours Delivery Attention at Institutional-

Government, whereas Religion ID = 4 (Hindu) favours 

Delivery Attention at Doctor, Nurse or Trained 

Midwife.  Similarly, Delivery Method ID predictable 

attribute also shows interesting relationship among 

different input attributes. For example, Delivery 

Method ID=2 (Forceps/Vaccum) favours Father 

Education ID=3 which is Primary education,  whereas 

Delivery Method ID=3 (Natural) favours Father 

Education ID=2 which is Illiterate. These results are 

shown in the Figure 5.  

 

Figure 5. Attribute Discriminations: Delivery Method 

ID  

 
 

 

4 CONCLUSION 

The Naïve Bayes data mining model demonstrates that 

algorithm is very useful for finding novel relationship 

among various attributes and also for explanatory 

study of data. The study concludes that Religion ID 

attributes’ value 6 and 4 are related with Delivery 

Attention ID attributes’ value 2 and 1. Similarly, 

Delivery Method ID attributes’ value 2 favours Father 

Education ID attributes’ value 3 whereas Delivery 

Method ID attributes’ value 3 favours Father 

Education ID attributes’ value 2. 
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